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Abstract

Abstract

• Many existing fair clustering algorithms generate numberous small clusters

• This paper presents a balanced fair K-means clustering algorithm that prevents the
generation of small clusters

Main contribution

• A fairness constraint that can handle a multi-value sensitive attribute

• Proposes a control of the trade off between fairness and K-means objective

• Avoids to generate some empty or small clusters

• The optimization problem is discontinuous, hence proposes an iterative update
solution
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Notations and preliminaries

• X = G1 ∪ G2 ∪ · · · ∪ Gm = {x1, . . . , xn}, xi ∈ Rd: given set of data points

• C = {C1, . . . , Ck}: set of k clusters where Cj = {x ∈ X : f(x) = j, 1 ≤ j ≤ k}
• Demographic Parity

P (f(x) = i|x ∈ G1) = p(f(x) = i|x ∈ G2)

∀j ∈ {1, . . . , k} ∀l ∈ {1, . . . ,m}

• Y = [y1, . . . , yn]
T ∈ Rn×k: label matrix with

yij =

1, if xi ∈ Cj

0, otherwise
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Fair K-Means Clustering

Fair K-Means Clustering

min
Y,M

∥X −MY T ∥2F

s.t. yij ∈ {0, 1}
k∑

j=1

yij = 1

where X = [x1, x2, . . . , xn] ∈ Rd×n is the matrix form of X

and M = [µ1, µ2, . . . , µk] ∈ Rd×k is the cluster centroid matrix
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Fair K-Means Clustering

• Let F = [f1, f2, . . . , fn]
t ∈ Rn×m be group matrix with

fij =

1, if xi ∈ Gj

0, otherwise

• Then, DP can be written as

Y T
:j F:l

FT
:l F:l

=
Y T
:j 1

n
∀j ∈ {1, . . . , k} ∀l ∈ {1, . . . ,m}

• Hence, the fairness constraint can be written as

Y TF

FTF
−A = 0

where A ∈ Rk×m is a matrix with all columns are Y T 1
n
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Fair K-Means Clustering

As a result, by employing Lagrangian multiplier and relaxing the fairness constraints,

min
Y,M

∥X −MY T ∥2F + ρ

∥∥∥∥Y TF

FTF
−A

∥∥∥∥2

F

s.t. fij ∈ {0, 1}
k∑

j=1

fij = 1
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FrKM

Fair K-Means clustering algorithm is to solve the optimization problem above

To solve the problem, Coordinate descent is needed since gradient descent is not an
option for discrete values

By taking derivatives w.r.t each variables,

Fixing Y , update M

∂

∂M
∥X −MY T ∥2F

=
∂

∂M
tr((X −MY T )(X −MY T )T )

=2(MY TY −XY )

→M = XY (Y TY )−1

Fixing M , update Y

yij =

1, if j = argmin ∥X −MY T ∥2F + ρ
∥∥∥ Y F

FTF
−A

∥∥∥2

F

0, otherwise
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FrKM
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BFKM

The balanced clusters can be generated by minimizing
∑k

i=1
1
si

where si = |Cj |

For Balanced Fair K-Means clustering algorithm,

min
Y,M

∥X −MY T ∥2F + ρ

∥∥∥∥Y TF

FTF
−A

∥∥∥∥2

F

+ λtr((Y TY )−1)

s.t. fij ∈ {0, 1}
k∑

j=1

fij = 1

with λ as a balance parameter
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BFKM

By taking derivatives w.r.t each variables, yi is optimized by

yij =

1, if j = argmin ∥X −MY T ∥2F + ρ
∥∥∥ Y F

FTF
−A

∥∥∥2

F
+ λtr((Y TY )−1)

0, otherwise
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Experiments
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